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BUKOPUCTAHHS ITYYHOI'O IHTEJEKTY
1] YAC 3ABE3IIEYEHHSA T'EHJEPHOI PIBHOCTI HA JEPXKABHIN CJIYKBI

Y cmammi npoananizosano moocrueocmi i pusuku guxopucmanms wimyynoeo inmenexmy (L) ons 3abe3nevenns zendeproi
PiBHOCII HA OeporcagHitl CyxHcOi Kpizb Npusmy aneopummiyno2o 8paoyeanns. Iloxazaro, wo nepexio 8io «npasui 00 OAHUX» 3MIUYE
ne2imumayito ynpasuiHCoKux piuienb 00 MempuuHo niomeepoxcy8aHoi eekmusHoCni, 600HOYAC 3A20CMPIOIOYU BUKIUKU 8EPXOBEH-
CMea npasa, HeoUuckpuminayii ma npoyedyproi nio3eimuocmi. Y3azanoneno MiscOUCYUnIiHapHi nioxoou 00 MOKeHizMY, «KPUMUYHOT
Macuy, cmepeomuntoi 3a2po3u, a MAKodHC CyHACHUX KOHYENMI8 aneopummiyHoi cnpasedausocmi ti inmepnpemosarocmi mooenei. Ha
eMNIPUYHOMY PIGHI PO3TIAHYMO 3ACMOCYBAHHA YUPPOBUX IHCMPYMEHMIE Y PEKPYMUHEY, 8i000pI ma OYIHIBAHHI CTYXHCO08Yi8: 8i0 Kell-
ci6 6I0MBOPeHHs ICMOPULHUX YNepeddiceHb uepe3 NPOKCI-03HAKU MA HesKICHI 0aHi 00 cyeHapiis, 0e 020NowWeHHs NPO BUKOPUCIAHHA
LI 3menwysano eendepHutl po3pug y nooaui 3aa60K i NIOBUUYBAL0 NPeOCHABLEHICHIb HCIHOK ceped Mon-KaHouoamis. 3anponoHo-
8aHO «2eHdepHo opienmosanutl xcummesuti yuka LTy ons HR-npoyecis: ex-ante Algorithmic Impact Assessment (AIA) 3 ypaxyean-
HAM [HmMepCeKyiiHux epyn; ousaiin danux i3 minimizayieio «bias in, bias outy i Konmponem npoxci-ioenmugixamopis, npiopumem
IHmMepnPemosanx/noacHIO8anx mooenetl y 6UCOKOPUUKOBUX 3A80AHHAX, HE3ANENCHI npe-/NOCmayoumu cnpasediueocmi 3 NOULyKom
MeHW OUCKPUMIHAYITHUX QIbMePHAmMUG, Oe3nepepeHull MOHIMOopuHe I nyOniuHa 36IMHICMb HA OCHO8I CIMAHOAPMU30BAHUX MEMPUK
(acceptance-rate parity, error-rate gaps, KaniopyeauHs). ApeymeHmosano, wo noaimuKy npedcmasHuymed (KGomu, Yiibosi noKas-
HUKU) eqheKmueHi uuie 8 NOEOHAHHI 3 NPOYeOYPHUMU 2APAHMIAMU HEYNepeONCeHOCH: CIPYKIYPOBAHUMU KOHKYPCAMY, RPO30PUMU
Kpumepiamu («nepesaza 3a pisHUX»), HACMABHUYMBOM i Oe3nepepeHUM NPOGeciliHuM PO3GUNKOM.

Y poxyci yrpaincvkoeo konmexcny 00IpyHMOBAHO «BIKHO MONCIUBOCHIEU» OIS 60Y008AHOL NIO3GIMHOCHI 3A60SKU CUHXDOHIZAYI]
2endepHux cmpamezitl | nonmux yugposoi mpancghopmayii (inmezpayis eendeprux ayoumie y nyoniuni saxynieni LI-piviens, sumozu
00 dokymenmayii mooenei/danux, nyonikayis azpeeodanux fairness-mempux). 3pooneno euchosox, wo LI e € ani nanayeero, ani
3a2P0O3010 30 BUSHAYEHHAM, De3YIbMAmu 6UHAUAIOMbCA AKICHIIO 0aHUX, apXimeKmyporo npoyecie ma pignem nposopocmi. Ilepemso-
DeHHA POpMAaNbHOT PIBHOCIE HA CYOCIAHIMUBHY MOJICTIUBE 8 IHMESPOBAHill MoOel, de aneopumMiuHe 8PA0YBAHHS, 2eHOePHO YYMAUG]
npoyedypu HR i ionogioanshi mexuiuni cmanoapmu 0itomb y3200H4CeHO.

KittouoBi crnoBa: eendepra pignicmv, aneopummiute 8psA0yBaHHs, 0ePiHCABHA CIYlcOA, 2eHOEPHi KBOMU, WMYYHULL THMeNeKm
y HR, arcopummiuna cnpaeeonusicmo (fairness), iHmepnpemosanicmsy/nosCHIO8AHICMb MOOeLel, OYiHKA Ql2OPUMMIYHO20 BNIUEY
(AIA), npokci-o3naxu, menw Quckpuminayitini aromepramueu (LDA), kpumuuna maca, mokeHism, iHmepcekyiiHicm.

A. V. Matchenko. Using artificial intelligence to advance gender equality in the civil service

The article examines how artificial intelligence (A1) can advance gender equality in the civil service through the lens of algorithmic
governance. It argues that the shift from “rules to data” relocates the legitimacy of administrative decisions toward metrically verified
effectiveness while intensifying challenges for the rule of law, non-discrimination, and procedural accountability. The review synthesizes
interdisciplinary insights on tokenism, critical mass, and stereotype threat alongside contemporary approaches to algorithmic fairness
and model interpretability. Empirically, it surveys the use of digital tools in recruitment, selection, and performance evaluation: from
cases where historical bias is reproduced via proxy variables and weak data governance to settings where signaling Al use at initial
screening reduced gender gaps in applications and increased women s presence among top candidates. The paper proposes a gender-
responsive Al lifecycle for public-sector HR: ex-ante Algorithmic Impact Assessment (A1A) attentive to intersectional risk; data design
that minimizes “bias in, bias out” and controls gender proxies, a preference for interpretable/explainable models in high-risk tasks,
independent pre-/post-deployment fairness audits with searches for less discriminatory alternatives; and continuous monitoring with
public reporting based on standardized metrics (acceptance-rate parity, ervor-rate gaps, calibration). It contends that representation
policies (quotas, targets) are effective only when paired with procedural safeguards against bias: structured competitions, transparent
criteria (including tie-break rules), mentoring, and continuous professional development.

Focusing on Ukraine, the article identifies a window of opportunity for embedded accountability by synchronizing gender-equality
strategies with digital-transformation policy (integrating gender audits into Al procurement, requiring model/data documentation,
and publishing aggregate fairness metrics). It concludes that Al is neither a panacea nor an inherent threat, outcomes depend on data
quality, process architecture, and transparency. Transforming formal into substantive equality requires an integrated model in which
algorithmic governance, gender-sensitive HR procedures, and responsible technical standards operate coherently.
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IMocTtanoBka nmpodsemu. Llndposa Tpanchopmamis 1ep>KaBHOTO CEKTOPY CYMPOBOKYETHCS CTPIMKHM BIIPOBa-
JDKEHHSIM CHCTEeM IUTy4HOro iHTesnekry (nami I1I1) y kaapoBi nmpouecu — Bif MOIIYKY Ta MEPBUHHOTO CKPUHIHTY KaH-
IUIATiB 10 OUIHIOBAHHS PE3yNIbTaTHBHOCTI 1 IJIaHYBaHHS Kap €pHOTO pOo3BUTKY. s YKpaiHu 1€ BiIKpUBAE MOMKIIH-
BiCTh MiJIBUIINTH €()EKTHUBHICTB 1 TPO30PICTH JePKABHOI CITYKOH, IPOTE OTHOYACHO 3arOCTPIOE MUTAHHS JOTPUMAaHHS
MIPUHIIMITIB PIBHOCTI Ta HEANCKPUMIiHAIIi1, Hacamrepe ] y TeHaepHoMy BuMipi. KiTrodoBa cynepeuHicTh mojsrae B TOMY,
mo I six iHcTpyMeHT cTaHAapTh3amii Ta MacTadyBaHHS YNPaBIiHCHKHX PIIIEHb 3/1aTEH SIK 3MEHIIYBaTH JIIOJICHKI
yIepeHKEeHHs, TaK 1 BIITBOPIOBATH Ta MOCHIIIOBATH ICTOPUYHY HEPIBHICTh Yepe3 SIKICTh JaHUX, BUOIp METPUK 1 HENPO-
30PiCTh aNTOPUTMIB.

AHani3 octanmix gociimkens Ta myomikauniid. [IpoGnemu ¢opMyBaHHsS Ta peaiizauii TeHIepHOI MOJITHKH, ii
BIUIUB HAa PO3BUTOK IMyOIIYHOTO YNpPAaBIiHHS, BUBYCHHS 3apO/UKEHHS Ta MOIIUPEHHS T'€HAEPHUX CTEPEOTHIIIB, BU3HA-
YEeHHS yMOB PO3BHUTKY KiHOYOTO JIiIEpCTBa y MOJITHIII Ta CyCIUILCTBI 3HAWIIIN BiTOOpaKEHHS B Mpalsix 0ararbox 3apy-
O0bxHuX pocnianukiB. Tak, /x. [dactin [6] y cBoiii cTarti oOIpyHTOBYE YoMy Amazon BiZIMOBIISIETHCS Bijl CEKPETHOTO
IHCTpYMeHTY pekpyTuHTY Ha ocHOBI LI, o memMoHCTpyBaB yrepemkeHicTs moo xiHok. A M. Eiisepi, A. Jleit0Opannar,
Jix. Bekui [10] 3anatorsest nuranaam: «Hu nonomarae 11 rengepHiii pisHOMaHITHOCTI, YW IIKOMUTE 1i1?7». [IpakTuka
Haiimy 3a moromororo 1111 B koHTEeKCTi TeHAepHOI piBHOCTI BUCBiTIeHa Y ctarTi JI. Eraproca, X. byxepa [11]. Emmipuani
keiicn HR cBimuars npo koHTekeTHy aito LI: Bl HeraTMBHUX MPUKIIAIB BIITBOPEHHS CTaTeBOI YIEPEHKEHOCTI y paH-
XKYBaHHI pe3l0Me J0 MOJbOBUX €KCIEPHMEHTIB, JI¢ MOBiOMIICHHS IIpo BuUKopucTaHHA 111l Ha mepBUHHOMY CKpHHIHTY
3MEHIIIYBaJIO TeHACPHUI PO3PHUB Y MTOJaHHI 3asBOK Ta 301IIBIITYBAIO YaCcTKY )KiHOK cepe]] To-KaHauaaTiB. Ha MakpopiBHi
KPOCKpPaiHOBI JOCIHI/PKEHHS! TIOKa3yI0Th, 110 KBOTH 3MIHIOIOTH CYCIUIBHI CTaBJIEHHS IO JKIHOK Yy TIOJITHII, OCOOIMBO
B IEMOKPAaTHYHHUX KOHTEKCTAX.

Mera crarTi — po3po0bieHHs iHTerpoBaHoi Mozelni BukoprctanHs 111 nist 3a0e3rneueHHs TeHIepHOT piBHOCTI Ha
JepKaBHIA CIyX0i, 0 TMOETHYE: MOJMITHKHA MPEICTABHUIITBA (KBOTH/IIBOBI TMOKa3HUKH) i3 MPOUIEIYPHUMH TapaH-
TISIMH HeyTepe/KeHOCTI B 1000pi, OLIIHIOBaHHI Ta IIPOCYBaHHI; reHAepHO-OpieHTOBaHUH >kuTTeBui 1wk LI (ex-ante
Algorithmic Impact Assessment, KOHTPOJIb IPOKCi-03HAK, IHTEPIPETOBaHI MOJIEl Y BUCOKOPU3MKOBHX Keiicax, He3a-
JIKH] ayauTH Ta Oe3mepepBHUI MOHITOpHHT fairness-merpuk). CtarTs mparse mokasary, 3a skux ymos LI peansHO
MIEPETBOPIOE POPMaIIbHY PIBHICTH y CyOCTaHTHBHY, MIHIMI3yIOUM CTUI'MY Ta BIITBOPEHHS YIIEPEIXKEHOCTI 1 MiIBUILYI0UN
MIPO30PICTh, JOBIpY Ta e(eKTHUBHICTH Aep:kaBHOrO HR.

Buxsian ocHOBHOTO Martepiary. AJropuTMiYHE BPsTyBaHHS [TOCTA€E SIK HOBA MapagurMa MmyOoaiyHoOro agMiHiCTpy-
BaHHA, Y MEXax SKOI CKJIaJHI aJlfOPUTMH, 30KpeMa MOAENI MAIIMHHOTO HABYAHHS, 3aCTOCOBYIOTHCS Ul IMIATOTOBKH,
YXBaJICHHS Ta IMIUIEMCHTAIIIT yIIPABIIHCHKUX PillleHb. ATTOPUTMIYHE BPSAYBaHHS CIIUPAETHCS HAa MacmTaOHy 00pOOKy
JAHUX 1 TPETUKTUBHI Mopeli, siKi GOopMyIOTh Ta MiATPHUMYIOTh COLIAIBHUN MOPSIOK, 3MIIIyFOYM LIEHTP JIeTiTUMAIil
3 TPOIEAYPHUX HOPM HAa METPHUYHY €(PEKTHBHICTH i TOUHICTH [1]. Y myOmiuHOMY CEKTOpi Ie MiIKPIIUTIOEThCS TOMi-
TUKaMu UQpoBoi TpaHchOpMarii, 30KkpeMa HaIllOHAJBbHUMH «OIITMMHU KHUTaMu» Ta KOHLENIissMu po3Butky LI, ski
BH3HAYAIOTh CTAHAPTH MIPO30POCTI, BiINOBIJAIBHOCTI Ta ETUYHOCTI 3acToCcyBaHb [2]. BomHowac came mepexin Bix «mpa-
BIUJI JIO JTAaHHUX» 3arOCTPIOE KJIACHYHI BUKJIMKU BEPXOBEHCTBA IpaBa: HEMPO30PICTh CKIaJHUX Mojelnel («edexT dopHol
CKPUHBKH»), YCKIIQJIHEHUH KOHTPOJIb Ta MOXIIMBICTh OCKAp)KEHHS, PU3UKU TPUXOBAHOI AUCKPUMIHALIT i pO3MUBAHHS
JIeMOKpaTHIHOI miA3BiTHOCTI [3-5].

VY cdepi HaiiMy TIepcoHaTy T0Ka30Ba 0a3a Bxke (pikcye sk 3arpo3u, TaK i MOTEHIiaK. 3 OJJHOr0 OOKY, pe30HAHCHHIA
KeHC eKCIIepUMEHTAIFHOTO PEKPYTHHTOBOTO IHCTPYMEHTa Amazon MpoAeMOHCTPYBAB, K iICTOPHYHO «JO0JIOBIUD» TPEHY-
BaJIbHI JJaHI «HABYMIIN» MOJETH 3aHIKYBATH Oall pe3roMe 3 IHAMKATOPaMH JKiHOYOI yJacTi — BiJl 3TaJIKH «Women’s» 10
BHITYCKHHUIIb KIHOYUX KOJIE/DKIB [6]. 3 iHIIOro 00Ky, 1Ba MOJLOBI €KCIIEPUMEHTH y TEXHOJOTIYHIHN Tamy3i MmoKa3aju, 1o
orosnomreHHs npo Bukopuctanus LI Ha eTarti nepBUHHOTO CKPUHIHTY 3/1aTHE 3MEHIIIyBaTH TeHAEPHUIT pO3pHB Y 3aBep-
LIEHHI 3asBOK 1 MOJEKy/1 OLIbII HIX y/ABIYi MiIBUIYBaTH YACTKY XIHOK cepel Tol-KaHauaaris, Tooto Brums LI € xon-
TEKCTHO- Ta Au3aitHo-3anexxHuM [ 10]. [Tozacymosi # cymoBi paMKH y BiAIIOBiAb Ha e aKIIEHTYIOTh Ha 3a00pOHi HENPsMOi
JMCKpUMiHaLlii Ta He0OX1HOCTI Mi3BITHOCTI: Y OpUTAHCHKIil TOKTPUHI HAETHCS MPO pealibHi NMepeNIKoaAn A0Ka3yBaHHIO
yHepemKeHOCT] Yepe3 HeMpo30PicTh KOMEPIIIIHNX CHCTEM, a TAKOXK PO OOMEXEHICTh TPaJAUIIIMHNX aHTUANCKPUMIHAIIIH-
HUX IHCTPYMEHTIB JUISl <YOPHUX CKPUHBOK» Y HaiiMi [9].

KirouoBHii MeXxaHi3M BiZITBOPEHHS HEPIBHOCTEH Y TAKHX CHCTEMaX — HE «HAMIp) allTOPUTMY, & BIACTUBOCTI JaHUX:
«bias in, bias out» o3Hauae, MO iCTOPUYHA HEPIBHICTH TPaHC(HOPMYETHCS HA CTATHCTUYHO «pAIliOHATBHI» CHTHAIH
PU3HKY/YCIIXyY, sIKi alIrOpUTM BiATBOpIOE i Macmtadye [7]. HaBiTh 3a npsiMoi 3a00pOHHM BUKOPUCTAHHS CTaTi SIK O3HAKH,
MOJIelTi MOXKYTh BiTHOBITIOBATH ii 4epe3 MpokKci (ampecu, TpaekTopii OCBITH, CTHIIb MHChMa, X001), 0 YCKIaTHIOE JOKa3y-
BaHHS JUCKPHUMIHAIT Ta MOTpeOy€e HOBUX IMiIXOMIB 10 aynuTy ¥ perynsmii [8]. JlomaTkoBuM aHATITHYHUM OOMEKCHHSIM
€ «HEeCYMICHICTB» PI3HHUX KPHUTEPIiB CpaBeAIUBOCTI: JOBEJAEHO, IO KIOYOBI Gopmaiizamii fairness He MOXYTh OyTH
3aI0BOJICHI OTHOYACHO 11032 CTICIiaIbHUMH BUTIAIKAMH, OTXKE MOJMITUKA 3MYIIICHI OOMPATH 1 IPO30p0 KOMYHIKYBAaTH TIpi-
opuretu Ta trade-oft’u [17].

I3 omsiny Ha yKpalHCHKHI KOHTEKCT, IepKaBHA CITy>K0a B)Ke IHCTHTYIIOHAJI3Y€e TeHICPHY PiBHICTH K BIMip HAJICK-
HOTO BpsiAyBaHHS — 4yepe3 ctparerii 1o 2030 p., reHAEepHI ayauTH B ITyOJIIYHOMY CEKTOpi Ta NPOrpaMu MiJBUILEHHS
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kBarmigikarmii [14]. [TapanensHO GOpMyeTHCS HOpMATUBHE TOIe s eTHaHOoro BuKopucTanHa ganux i I (Kormemris
po3Butky I1II; pekoMeHaaIlii 1010 PeryaOBaHHs), IIe CTBOPIOE BIKHO MOXJIUBOCTEH ISl «BOYJIOBAHOD» MiA3BITHOCTI (€X
ante OILIHIOBaHHS BIUTUBIB, ayIUT MOJENEH, Mpo30opi KpuTepii mobopy) Ta U MOETHAHHS AP KaBHUX LIEH PiBHOCTI
3 TEXHIYHUMH CTaHJApTaMH iHTeprpeToBaHocTi [15]. Ha piBHi muprmux eBporeichkux opientupis (PE€/Kuip) migkpec-
JIIOETHCST HEOOXITHICTH 3a0€3MeUNTH MAPTHEPCHKY Y4acTh KiHOK Yy «peBomtoiii 1II1», abu yHUKHYTH 3aKpIiTUICeHHS CTPYK-
TYpHOI HEpiBHOCTI Y IUPPOBiit iHppacTpyKkTypi [16].

TakuM 4MHOM, PH3MKHM aJNTrOPUTMI3allii yNpaBIiHHSA HE 3BOASATHCA 10 OMMHUYHUX MoMHIOK. CTaHaapTu3oBaHi
1 THpa)KOBaHi pillIeHHS MPUBATHHUX ITOCTAYaIFHIUKIB MOPOHKYIOTh «YIEPeIKSHHS Bil MacTaly»: TOKaJIbHI XHOH mmepe-
TBOPIOIOTHCSI HA CHCTEMHI €()eKTH, 110 OXOILUIIOIOTH JOCTYH JI0 MOCIYT, Mpali i MOXJIMBOCTEH Yy PI3HUX IOPUCAMKIIISNX
[9]. AkagemiuHi Ta IPUKITATHI JOCTIHKEHHS IPOIIOHYIOTH B B3a€MOJOIIOBHIOBAIBHI cTpaTerii pearyBanns. [lo-mepie,
«IHTEPIPETOBAHICTh 32 3aMOBUYBAaHHSIM» Y BUCOKOPH3MKOBUX Kelcax (HaiM, TOCTyH 0 COLiajbHUX Onar), Kol Mojesi
3icTaBHOI SIKOCTI MalOTh Iepesary 3a nosicHioBaHicTio [4]. [To-apyre, mpaBoBi BUMOIHU JI0 MOLIYKY «MEHII JUCKPUMI-
Haniitaux anerepHatEBy (LDA) 3 ypaxyBaHHAM ()eHOMEHY MHOXHHHOCTI MOJEJICH Ta ayluTiB Ha BCbOMY YKUTTEBOMY
uki [5; 18]. Y npakruui HaiiMy e 03Hadae: JJOKyMEHTOBaHI KpUTepiil mi00py, peryiisipHi He3aJIexHi ayAuTH Ha Mpea-
MeT HeTpSAMOi TUCKPUMiHAIIi1, KOHTPOJIb MIPOKCi-03HAK, TECTYBAHHS Yy TJIMBOCTI PE3yJIbTaTiB 10 METPUK CIIPABEIIINBOCTI,
a TaKOXK PO3/IJICHHS «EKCIIEPUMEHTAJIBHOTO» Ta «IIPOIYKTUBHOTO» KOHTYpIB JuIsl MiHimi3amii mkozam [11].

3pemToro, JoKa3u 3acBimuyroTh, 1o I He € aHi «maHaleey», aHi «3arpo30i0 32 BU3HAUYCHHSIM»: 332 HaJIEKHOTO
JU3aifHy TIPOIIECIB 1 JaHUX BiH MOXe 3MCHIITYBAT! (PPUKIIIT IS )KIHOK Ha €Talli HOJaHHS 3asBOK 1 IEPBIHHOTO CKPUHIHTY;
3a BiJICYyTHOCTI 3a11001’KHUKIB — MacINTa0yBaTH iCTOPUYHY yIIEPEIKEHICTh, 30KpeMa 11032 NPSMUMH O3HAKaMH CTaTi uepes
mpokci [12]. ITomiTuku myOIigHOTO CEKTOPY MAOTh CHHXPOHI3yBaTH HOPMAaTHBHI (TEHIIEPHI CTpaTerii, aHTHUINCKpUMiHA-
LiifHe 1paBo) Ta TEXHI4Hi (ayJuT, IHTEPIPETOBAHICTD, YIPABIiHHS JAHUMHU) IHCTPYMEHTH — 1 POOUTH Lie 3 YpaxyBaHHIM
JIOKAITbHUX 1HCTUTYIIIHAX MPAKTHK 1 CTAHAAPTIB HAJICKHOTO BPsAyBaHHS B YKpaiHi [16].

st 3a0e3nedeHHst crupaBxHboi renaepHoi yymmBocti cucteM 111 HeZoCTaTHRO peakTUBHUX 3aXOAiB Ha KIITAJIT
Pa30BUX ayAMTIB YK€ BIPOBAPKCHUX PIllIeHb; MOTPiIOCH NPOAKTHBHUI, «BOYIOBaHHUI» y KUTTEBUH LMK MiIXiJ, IO
MIOEHY€E TEXHIYHI, OpraHi3aliifHi Ta mpaBoBi iHCTpyMeHTH [8]. CTaTW4HI OIIHKM BIUIMBY HE BiIOBINAIOTH TUHAMIII
MojieJiel MalllMHHOTO HaBYaHHS, SIKI OHOBIIIOIOTHCS Ta «JIOHABYAIOTHCS» Y BUPOOHUYOMY CEPEIOBHILIL; BiITaK HEOOX1aHI
Oe3mepepBHUI MOHITOPHHT, PETYISIPHI ayAUTH CIIPABEINTUBOCTI Ta MEpeBipKa HAIBHOCTI «MEHII TUCKPUMIHAIIIMHAX aJb-
tepHatuB» (LDA) 3a ymoBH 30epexeHHs QyHKIioOHaNbHOI eekTuBHOCTI [18]. Takuii miaxia Mae iHTETpyBaTH QEeMiHICT-
ChKi METOJIONOTIi — aHaJi3 «KiHOYOro MUTaHHs» (the woman question) Ta iHTEpCEKIIHHUN TeHACPHHUA aHai3 — HE TIiCIIA
KOJTyBaHHS, a Ha eTarti popMyBaHHs TpoOIeMu Ta HOCTaHOBKY MeTH [19]. [IpakTHYHNM iIHCTPYMEHTOM € T€HICpPHO-0Pi€H-
TOBaHMH aHami3 (Harnpukian, GBA+), 3actocoBanuii Ha cTapti mpoektyBanHs nyomiyaux LI-cucrem s nonepenHpoi
imeHTudIKaIil PH3UKIB HEHABMICHOI yIIepeHKEHOCTI Ta IepeBeeHHs (OKYCy 3 «PEMOHTY» Ha MPEBEHTHBHUN NU3aiiH
crnpaBeminBuX cucteM [19]. Lle y3romkyeTbes i3 MiaxogaMu alrOpUTMIYHOTO BPSAYBAaHHS, 1€ KPUTEPIiEM JIETITHMHOCTI
Mae OyTH He TIJIbKH 004HCIIIOBaHa e(eKTHBHICTD, a I poleypHa MPO30PicTh Ta MiA3BITHICTS [3].

BignoBinauii «kurreBui muka cnpasennusoro LI» Bkirowae: (1) ¢opmynroBaHHS mpoOiaeMu pi3HOMaHITHOIO
KOMaH/IOH0 13 3aJIy4eHHSIM IPYII, Ha sKi BILIMHE chcTeMa; (2) 30ip 1 MiATOTOBKY penpe3eHTaTHBHUX AaHUX i3 MiHIMI3alliero
ICTOpHYHHUX BUKPHUBIEHB («bias in, bias out»); (3) Bubip iHTepHpeTOoBaHUX a00 MOSICHIOBAHUX MOJCICH Y BHCOKOPH3H-
KOBUX Kelicax; (4) A0-BIIPOBaKYBaIbHUM ayquT (Y T. 4. IPABOBHUH 1 T€H/IEPHO-OPIEHTOBAHMI) Ta MEPEBIPKY MPOKCi-03-
Hak; (5) miCIABIPOBaKYBaJIbHAN MOHITOPHHT 1 HepiogudHy mepeartectamito [9]. Hempo3opicTh «4OPHHUX CKPUHBOK)
Ta KOMEpLiitHi 00MEXEHHS IOCTYITY 70 JIOTiKH pillleHb 3aJIMIIAal0ThCS KIIFOYOBUMH 0ap’epamu Juisi epeKTUBHOTO OCKap-
JKEHHS JUCKPHUMIHAINI B aBTOMAaTU30BaHOMY Haiimi i cymikHux cdepax [3; 5]. JlocBin puHKY TIATBEPIKYE K PUBHKH,
TaK i MOTCHIIIaJN: BiJ BiZOMOT0 Keiicy Amazon i3 BiITBOPSHHSM CTaTeBUX YIIEPEIKEHb Y pAaH)KyBaHHI pE3IOME JI0 ITOITBO-
BUX EKCIICPUMCHTIB, Ji¢ CUTHaI mpo BukopuctanHs [l Ha MOYAaTKOBOMY CKPHHIHTY 30UIBIIYBaB YacTKy XKIHOK cepes
ton-kaHauaaris [10].

VYKpaiHCbKHMH KOHTEKCT 3aJa€ CIPUATIMBI PaMKH IO€JHAHHS PIBHOCTI Ta LUQpOBI3allil: IHCTUTYLIHHI 3000B’s-
3aHHS IIO0 TEHIEPHOI PIBHOCTI B IyOIIYHOMY CEKTOPi (ayIuTH, HaBYaIbHI IPOTPaMH, iHTETpAIlis TeHACPHHUX ITiIXOiB
y HR-nuknm) ta pepxasna nosituka y cdepi I i mudposoi Tpancdopmanii (koHmenuii, «Ois1i KHUTH», rapMOHi3a-
1ist 3 eBporneiicbkumu crangapramu) [16]. Macitabui nporpamu miasuineHss kpamidikaiii HAJIC 3a nigrpumkn OOH
Kiakn popMyroTh KaipoBe MiATPYHTS IJIS iIMIDIEMEHTAIII{ TeHAePHO-Uy TIINBUAX MPAKTHK Y JepKaBHOMY yIIpaBiiHHi [ 14].
Bonnouac, 3actepexeHHs TeOpii CpaBeIlIMBOCTI pU3MKOBUX CKOPIB BUMAraroTh BiJl MOJITHK Y€CHOTO BUOOPY MiX Hecy-
MiCHUMH KpHUTepismu fairness Ta mpo3opoi komyHikarii Takux trade-off’is [17].

3BiJICH BHIUIMBAIOTh NPHUKIJIAAHI PEKOMEHAAII] JJIsl TOPOXKHBOI KapTH: (a) 00OOB’sI3KOBa y4acTh IEHJIEPHUX EKcIep-
TIB y MPOEKTyBaHHI/3aKyiB/six/Brposamkenni 111 B opranax Biamu; (0) «gender-responsive by design» y myOmigHmx
3aKymiBJsIX (mepeadadae He3aJIeKHI Ipe-ayJuTH YIePePKCHOCTI Ta BAMOTH J0 1HTEPIPETOBAHOCTI Y BUCOKOPU3UKOBUX
3aBlaHHsIX); (B) po30yI0Ba HAI[lOHAIBLHOT CIIPOMOKHOCTI JI0 ayJIUTiB (TEXHIYHHUX 1 TPABOBHX ), BKIIIOYHO 3 TTIOIykoM LDA;
(r) minotHi npoextn «III mns rernepHOi piBHOCTI» — aHANI3 PO3PUBY B OIUIATI Ipalli, ayIUT iHKIIO3UBHOCTI MOBH Ha
JiepIKpecypcax, MOHITOPHHT MPEACTaBHUIITBA JKIHOK Y NPUUHATTI pillieHb; (T) pO3IMIMPEHHS] HaBYAJIbHUX MpOrpaM Juis
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JepxeIyk00B1iB i3 MomymiB npo LI, ynepemkenicts i eTuky [2; 4]. JIume Hackpi3Ha iHTErpaIlis TeHICPHOI ITepCIeK-
THUBH B LIUKJI «BiJl IPOOJIEMH IO MOHITOPUHIY» JIa€ IIAHC YHUKHYTH «3alleMEHTYBAaHHS ICTOPUYHOI HECTIPABEIIIMBOCTI
y un¢poBiit iHppacTpykTypi nepxkasu [19].

BucHOBKH 3 10C/TizkeHHS | MePCNEeKTHBH MOAAJIBIINX PO3BiIOK Y IbOMY HANPsIMi. ATITOPUTMIYHE BPSAYBaHHS
(hopMye HOBY JIOTIKY IyOITIYHOI MOMITHKH, y SKiH JISTITUMAIIisI PIICHb 3CYyBAa€ThCS Bl MPOICIYPHOI BiAMOBIIHOCTI 10
METPUYHO MiITBEPIKYBaHOI e(DeKTUBHOCTI Ta TOYHOCTI, a MacmTabHa 0OpoOKa MaHWX 1 MPETUKTHBHI MOJEII CTAOTh
6a30B010 iH(ppacTpykTyporo ynpasiiHas. Y chepi aepkaBaoro HR 11e BinkpHBae mojBiifHE BIKHO MOXKJITMBOCTEH 1 pU3H-
KiB: 1OOpE CIIPOEKTOBaHI CHCTEMH MOXYTh 3MEHIITYBaTH TUCKPUMIHAIIIHHI TPAKTUKHA 0OMEKEHHS TOCTYILY 1 i IBUIITYBaTH
y4yacTh JKIHOK Ha paHHIX eTarnax KOHKYpCY; HaTOMICTh ITOTaHO KepPOBaHi JIaHi i «4OpHi CKPUHBKI» 3[]aTHI MaclITadyBaTu
ICTOpUYHY HEpiBHICTH Yepe3 MPOKCi-03HAKH HaBiTh 3a (popmasbHOi 3a00pOHN BHKOPHCTAHHS OOMEKEHb 32 O3HAKaMHU
crari. [IpaBoBi Ta eruuni pamku (01 kHuTH, KoHUEenmii 111, aHTHANCKpUMIHAIIIIHI CTAHIAPTH) YKe 3aKIIaal0Th BUMOTH
Hi3BITHOCTI, TIPO30POCTi Ta OCKApKyBaHOCTI, OJHAK caMe Mepexil BiJl «IpaBHiI O JAHUX» 3arOCTPIOE BUKIIUKH Bep-
XOBEHCTBA MpaBa: Ae(IiIUT MOSCHIOBAHOCTI, MPOIECyalbHa BPa3IMBICTh 0 HENPSIMOI JUCKPUMIHALIT Ta YCKJIQIHCHHS
JIOKa3yBaHHs y CIOpax Ipo HepiBHe craBieHHs. /loka3zoBa 0a3a BKasye, 11O PO MPOOIEMH — HE «HaMip» alropuTMy,
a MMOXO/DKEHHS Ta AKICTh MaHuX: «bias in, bias out» TpaHCIIIOE iCTOPHYHI TUCTIPOTIOPII] Y CTATUCTHYIHO «PAIliOHATBHI»
CUTHAJIM YCIIiXy/pPHU3HKY, IKi aJITOPUTM BIITBOPIOE Ta miacwuiioe. JlonaTtkoBo, popmManbHi KpUTEpii alropuTMidHoi cripa-
BEJIMBOCTI € YaCTKOBO HECYMICHHMH, TOK IOJIITHKA Ma€ POOWTH SIBHHU BHOIp MpiopHTETIB 1 KoMyHiKyBaTh trade-off.
VY BIANOBiAP Ha I BUPOOMISAIOTHCS IBI B3a€EMOIOIIOBHIOBANBHI cTparerii: (1) «iHTepImpeToBaHICTh 3a 3aMOBUYBaHHIM)
y Bucokopu3znkoBux HR-keiicax i (2) ropuauyHuii 000B’sS30K MOLIYKY MEHII JUCKpUMiHanidHux aisrepHatuB (LDA)
B YCHOMY JKATTEBOMY LUK cucTeMH. [t YkpaiHu y3rofpkeHHS Aep>KaBHUX TeHISPHUX CTPATETIH i3 MOMITHKOIO IH(p-
POBOI TpaHChOpMAITii CTBOPIOE MOXKIUBICTh «BOYIOBAHOT MiJI3BITHOCTI» — eX-ante OLIHIOBAHHS BILTHBIB, HE3aJIC)KHUX
ayIWTiB CIPABEIIMBOCTI, KOHTPOIIO MPOKCi-03HAK Ta MPO30PUX KPHUTEPiiB 10OOPY.

Cymapso, 1 y nepxaBromy HR — He manaries i He 3arpo3a ex definitione: eekTi BU3HAYAIOTHCS TU3aHOM JaHUX,
nporieciB 1 mia3BiTHOCTI. CTanuii mporpec PiBHOCTI JOCATAETHCS HE «KBOTOIO SIK TAKOK», a MAaKETOM i3 JTOCATHEHHS
«KPUTHYHOI MacwW» TPEICTAaBHMIITBA, MPOLEIYPHUX TapaHTiil HEYNepeHKEHOCTI Ta BiNOBINAIFHOTO BHKOPHCTAHHS
QITOPUTMIB 13 BIIKPUTHMH «IpPaBHIaMHU I'py» JUIS KaHIUIATIB 1 cycniibeTBa. Bapro po3pobutH i BunpoOyBaru Habdip
MeTpuK (acceptance-rate parity, FNR/FPR-gap, calibration), agantoBaHux 10 ykpaiHCEKHX KOHKYpPCHHX MIPOIIEAYP i raimy-
3eBUX NMpodiiiB mocan, i3 myOIiYHIMH TOpPOraMH NPUHHSATHOCTI Ta MPOTOKOJIAMHU pearyBaHHs. Tako JOLIIBHO MpoBe-
cti A/B-eKcriepuMEeHTH MOJITHK 1 qu3aiHy orosomieHb. [lepeBiputw, sk Gppeiimiar Bukopuctanus 111, hopmymoBaHHs
BHMOT | «TiepeBara 3a piBHUX» BIUTUBAIOTh Ha IHOUY y4acTh/yCHIIIHICTh Ta COPUIHATTS IPOLEYPHOI CIIPaBEAIHBOCTI.
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